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Abstract: AIDS continues to have a devastating effect on many developing economies, particularly in Sub-Saharan Africa. Given the lack of a vaccine to stop HIV transmission and the very expensive medical treatment, most public policy emphasis has been placed on education and particular information campaigns. In this paper, we examine the impact of AIDS education from two sides. First, we examine to what extent information campaigns have been successful in reducing HIV prevalence and incidence. Second, we examine the impact of actual AIDS knowledge on HIV rates. The basic policy issue can be expressed as follows: Suppose that everyone knew and understood the basic facts about AIDS, would this reduce HIV rates to (almost) zero? If so, public policy should target groups with incomplete knowledge. If not, information campaigns alone are bound to fail and much stronger interventions are required to eradicate AIDS. Using rich data sets from three Sub-Saharan economies (Kenya, Tanzania and Ethiopia) we investigate the effect of observed HIV related knowledge on the probability of catching the virus using data on individuals. Our analysis controls for detailed individual specific characteristics including variables reflecting innate risk behaviour that may drive the risk of becoming HIV positive irrespective of HIV related health knowledge. We examine further how these effects differ between different groups, thereby identifying target groups that public information campaigns should direct more attention to. Results so far are preliminary.
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1 Introduction

According to the latest published figures, at the end of 2006 there were approximately 39 million people worldwide living with the Human Immunodeficiency Virus (HIV), the agent that causes Acquired Immunodeficiency Syndrome (AIDS). Although the global HIV-positive incidence rate peaked in the late 1990s, many countries in Africa keep on experiencing significant increases in incidence rates and also prevalence rates. For example, while antenatal clinics surveillance systems and national surveys show a decline in HIV prevalence since the year 2000 in Kenya, Uganda and Zimbabwe, other countries including Mozambique, South Africa and Swaziland are still in the steep section of the prevalence curve. Even when prevalence rates level off, they remain at rather high levels, e.g. at about 6 to 7% in Kenya or Uganda in 2005.\(^2\) Thus, new infections keep the prevalence high.

Without an effective vaccine to stop HIV transmission and so far very expensive medical treatment, information campaigns are considered to be the most (cost) effective public response to reduce incidence, i.e. new infections. Information campaigns aim to deliver knowledge and awareness about AIDS/HIV (the consequence of HIV, transmission routes, preventive methods and available medical treatments) to induce individuals to preventive and prudent behaviour. Yet, information and knowledge alone may be insufficient to eradicate new infections if individuals are not infinitely risk averse.

For public policy purposes it is important to know whether HIV could be eradicated via information campaigns alone or whether additional interventions should be pursued now.

In this paper we assess the further potential of continued information campaigns in Ethiopia, Kenya and Uganda by estimating the effect of HIV knowledge on HIV prevalence for those who have not yet acquired comprehensive knowledge and awareness about HIV/AIDS. We estimate by how much HIV prevalence could be reduced through universal information and how much HIV should we expect to remain even then. If the remaining prevalence rate is low, public policy may focus on information alone. If not, further efforts would be required to stop the pandemic.

We further examine how these effects vary between different sociodemographic groups to identify those groups that further information campaigns should target and those groups that

\(^2\)Implying a steady state figure of approximately 7 out of each 100 people in the population between the ages of 15 and 49 living with a HIV-positive status.
are least responsive to information. Specific information campaigns might need to be developed to reach these particular groups.

The empirical analysis is based on individual data from the most recent Demographic and Health Surveys (DHS) for Ethiopia, Kenya and Uganda\(^3\), which included a module for blood testing among their survey instruments.\(^4\) We use possession of and exposure to television and/or radio as instruments for the acquisition of comprehensive HIV knowledge. Conditional on detailed individual data comprising education, general knowledge, general health knowledge, general risk attitudes, investments into health, awareness and responsibility of health care for relatives and children, religion, migration, wealth, household possessions and family structure as well as indicators of pleasure preferences such as smoking and tobacco use and abuse and village characteristics, we believe that these instruments are neither related to the unobservables determining health status nor knowledge status.

To avoid a potential reverse causality, we focus on individuals who are unaware of their own HIV status but nevertheless declare a subjective probability of being HIV positive. Since the actual HIV status is unknown to them, reverse causality between HIV knowledge and HIV status is of less concern. Their subjective probability of being HIV positive may be an indicator of risk but may also drive their stock of knowledge, such that we include this as an important confounding variable.

Although unobserved mechanisms may drive both the actual outcome (either true or subjective HIV status) and the acquired HIV health related knowledge (e.g., motivation, ability), we believe that our data set is sufficiently rich to account for this second source of endogeneity that may also bias our final results. Finally, it is clear that the effect of information campaigns is conditional on the risk attitudes of individuals since HIV infection is to a large extent the consequence of making risky choices. Our estimates allow for effect heterogeneity with regards to innate risk related behaviour that aim at comparing the effect of HIV knowledge on both true and subjective HIV status between sub-populations with clearly differentiated risk attitudes.

This paper is organized as follows. Section 2 reviews the background of the HIV/AIDS

\(^3\)The results are still preliminary in this version of the paper offering results regarding Kenya in with respect to the estimation of the parametric methods as defined in Section 3.

\(^4\)The DHS are large scale and representative surveys organized by MEASURE DHS Macro International Inc., which has more than 20 years experience in conducting such surveys worldwide.
pandemic and the state of potential interventions that aim at eradicating the rate of infecting. Section 3 reviews the identification issues that mark the econometric methods employed in this paper. Section 4 reviews the data sets used in the empirical section. Section 5 summarizes findings and results and Section 6 concludes.

2 Background on HIV/AIDS

Recent estimates from UNAIDS, the United Nations Agency for the control and prevention of HIV/AIDS, show that economies in Sub-Saharan Africa account for 63% of all HIV infected cases worldwide (25 out of 40 million HIV cases) while 65% of all new infections during 2006 were also within the Sub-Saharan region (2.4 million new cases of HIV infection). For the region itself the figures translate into a 6% HIV prevalence (compared to 1% prevalence worldwide) and a 12% incidence rate (i.e., 2.4 new cases in 2006 relative to the existing HIV population of 24 million over the same period).\(^5\)

Some countries in Sub-Saharan Africa, notable Kenya, Tanzania, Rwanda and Uganda, have experienced a levelling off of HIV prevalence since the end of the 1990s or beginning of 2000. For example, in Kenya and Uganda there has been a steady prevalence rate of 6 to 7% since the late 1990s. It is believed that the levelling off resulted from the initial information campaigns in the middle to late 1980s with major prevention methods mounted in Kenya since the beginning of the year 2000. Surveillance data suggest that these efforts have had positive outcomes (e.g., observed a significant delay in sexual debut, increased use of condoms and decline in the number of partners), although the levelling off is also partly the consequence of mortality from old AIDS cases and saturation of infection among people more at risk (Cheluget et al., 2006).

The problem is not identical among sub-groups in the population and neither is the response behaviour. For example, based on surveillance data UNAIDS figures for 2006,\(^6\) prevalence rates in Kenya differ by gender (the HIV prevalence in males is estimated at 5% and 8% for females), between rural and urban areas (10% versus 6%, respectively) and between sub-groups according to infection route: while the nationwide prevalence has levelled off, prevalence among intravenous drug users has risen significantly in the past decade, driving the rates observed in urban areas (e.g., prevalence rates of 50% in Mombasa and 53% in Nairobi). Uganda has
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experienced similar trends than Kenya, with rates stabilizing at around 7% since 2004, higher rates for females (8%) than males (5%) and an increase in prevalence in urban areas where intravenous drug users mark the difference with respect to the observed nationwide rates.

Relative to other Sub-Saharan countries (including other Eastern African countries) Uganda is a country where information campaigns were placed in the populations at a relatively early stage of the epidemic in the middle of the 1980s. Kenya has implemented similar campaigns only since the late 1990s. In both countries these campaigns may account for much of the decline in HIV prevalence because of the effect these have had in terms of modifying the risk-related behaviour of individuals. Using surveillance data on a selected number of villages in the south of Uganda, DeWaqe, 2002 finds that information campaigns are successful at reducing the risk of infection although educated individuals, and specifically those with education levels beyond secondary education, are significantly more responsive to HIV/AIDS information campaigns than those with educational achievements below secondary education. Likewise, data from Kenya suggests that the HIV/AIDS information campaigns implemented nationwide since the beginning of the year 2000 have contributed to modifying the behaviour in the population thus reducing prevalence rates in high risk groups (Baltazar, 2005 and Cheluget et al., 2006). For example, using pre-natal surveillance data, the rate of infection among pregnant women in Kenya has declined from 25% in 1998 to 8% in 2005.

Information campaigns are seen as the most effective tool so far in the aim to eradicate current HIV/AIDS trends. Clearly, the aim of such campaigns is to modify individual’s behaviour in situations where contracting the virus becomes more likely, for example, modify individual’s perceptions on the use of condoms, number of partners, time of sexual debut and the effect of drug use with regards to transmission rates. Information campaigns also aim at breaking down myths that may increase the risk of discrimination while creating misunderstanding with regards to HIV/AIDS transmission. But information campaigns are costly and divert scarce resources from other policy actions. For example, UNAIDS reports from 2006 suggest that the lowest income Sub-Saharan economies have allocated approximately US$2.5 billion in a decade. These expenditures have aimed at both increasing medical coverage (i.e., aim at providing medical treatment for at least 50% of those who need it) and promoting knowledge transfer that hopes to modify the risk-related behaviour in the population. It is therefore natural to question the effectiveness of such expenditure
in terms of modified health (HIV/AIDS) related behaviour. If information campaigns are working, the result would eventually lead to a decline in HIV prevalence as result of an effective reduction in new cases (incidence) in the population, and not just as the result of mortality among those who develop AIDS. However, the steady state levels observed in Eastern Africa seem to suggest that new incidences are still occurring at unacceptable rates. Employing more resources on information campaigns that target only those who have access to such resources is not an effective policy tool if those with access are not a representative sample in the population. For example, estimates from Kenya’s 2003 Demographic and Health Survey (DHS) show that 30% from the lowest wealth deciles have not heard about sexually transmitted infections (STI) while 68% of these have poor or no knowledge in terms of avoiding HIV/AIDS. In contrast only 2% from the top wealth deciles have not heard about STI while at most 13% of these have poor or no knowledge in terms of avoiding HIV/AIDS. Thus, there is a clear and significant difference in terms of health and HIV/AIDS knowledge that may be driven by wealth or other related socioeconomic status. HIV/AIDS comparative analysis between low and high education groups reveals a similar outcome in terms of knowledge distribution. The message, therefore, is that information campaigns (and preventive methods relying on knowledge spread in general) may not be equally distributed among all sociodemographic cells in the population.

Likewise, even in the presence of correctly acquired information by means of information campaigns, individual’s innate risk behavior may be the driving force behind the HIV/AIDS problem, a concept that applies to all countries irrespective of their developing status. Individual’s differ with regards to risk attitudes with some individuals discounting the future such that the potential benefits associated with certain events (e.g., not using condoms, sharing needles) may justify the risks of seroconversion. Cultural and religious attitudes are also factors that may undermine the effect of holding the correct stock of knowledge with regards to HIV/AIDS.

To understand the effect of information campaigns in the population, sound quantitative data on both the distribution of health knowledge and the behavioural attitudes of individuals in the population is needed. We emphasize the word ‘distribution’, that is, for any quantitative analysis to have relevance in terms of policy impact there is a need to study the effect of information and knowledge campaigns at the microeconomic level where estimation of hetero-
geneous effects are part of the analysis. For example, allowing for aggregates may lead us to conclude that 50% of those between ages 15 to 18 in Kenya have poor knowledge in terms of HIV/AIDS prevention (DHS, Kenya 2003). These numbers hide facts such as the social economic composition of those with poor HIV/AIDS knowledge. At the same time, macroeconomic aggregates do not allow targeting of specific sub-groups who may actually be worst off than the average in terms of preventive information.

Analysis at the microeconomic level that allows for heterogeneity to drive policy evaluation further requires the use of random representative data from the population. It is often the case that the data used to analyze the spread of HIV in low income countries (e.g., Sub-Saharan economies) are data from pre-natal clinics where the target group are mainly women. Other data sources are experimental data or quasi-experimental based on surveillance data that may only target a few villages or communities but which do not represent the population as a whole (e.g., deWaqe, 2002), thus inference from such selected groups to the population require caution.

Alternative data sets are available that can help solve the problem and provide unbiased population estimates from the sample analogue. These are national level surveys that cover a random sample of villages thus surveying individuals, households and communities on issues directly relevant to socioeconomic outcomes (e.g., employment, income or consumption) as well as extensive information on HIV knowledge, HIV related risk behaviour and clinical data on HIV testing. Examples of these are the Demographic Health Surveys (DHS) and companion data sets on HIV-testing (AIS data). The DHS and AIS data do not provide panel structure for the dynamic analysis of policy implementation but nevertheless allow for cross-sectional analysis allowing for effects heterogeneity.

The main topic of our empirical analysis is to understand the causal relation between HIV-status (positive or negative) and the stock of knowledge individuals hold with regards to HIV/AIDS (knowledge of transmission routes and treatment). Clearly, in the absence of time varying data it is difficult to determine with certainty the causal relation between HIV/AIDS specific knowledge and the HIV status of the individual, but the data is very rich to control for the potential of reserve causality. Our analysis hopes to provide unbiased and informative estimates on the probability of being HIV positive stratified to different sub-groups in the population by socioeconomic background. Furthermore, we use all the available information
in the data to understand how health knowledge (or lack of it) can explain the HIV status of individuals with estimates that take into account possible endogeneity between HIV status and HIV related knowledge. Our aim is to use these estimates to come up with policy recommendations with regards to the distribution of information campaigns among mutually exclusive sub-groups in the population. Comparing different countries (Kenya, Uganda, Ethiopia and Tanzania) provides comparative analysis that helps to capture country specific effect on the evolution of HIV prevalence and incidence.

3 Econometric methodology

In the first part of the paper, we examine the impact of AIDS knowledge on HIV status. In other words, to which extent does awareness about the dangers and sources of HIV reduce the incidence of HIV. We start by defining notations and assumptions that lead to the econometric framework for our analysis. Let $Y_i \in \{0, 1\}$ denote the binary HIV-status with $Y_i = 1$ representing a HIV-positive status and $Y_i = 0$ a non-HIV-positive status, at some particular point in time. Let $D_i$ denote the knowledge of person $i$ about HIV/AIDS. In some of the analysis, we will treat $D_i$ as binary in that a person either does have comprehensive knowledge about HIV and transmission channels ($D_i = 1$) or does not ($D_i = 0$).\(^7\) In later analysis, we will also consider a finer measurement of knowledge. Our central interest is to understand the effect of HIV/AIDS related knowledge ($D$) on HIV status ($Y$).

The basic conceptual model in mind is as follows: An individual’s HIV status essentially depends on two sources: prudent behaviour and factors not under the direct control of the individual. The latter contains e.g. the disease environment. Clearly, if the surrounding HIV prevalence is zero, the risk of infection is zero. It also controls other external influences such as violence or transmission due to blood transfer during surgery, blood donation, infection trough mother-to-child transmission etc. Hence, even the most prudent person faces some risk.

We further suppose that behaviour is driven by two factors: information and individual

\(^7\)We pursue different versions in how we treat persons who knows all transmission channels and perhaps additionally believes that there are further transmission channels, e.g. by mosquitoes. The argument could go in both directions. A person knowing the correct channels plus assuming additional ones, may be even more cautious. On the other hand, also a more fatalistic attitude might result weakening caution since mosquitoes are so frequent that their complete avoidance is impossible.
risk preferences. An individual with incomplete knowledge about HIV/AIDS may be unaware that prudent behaviour reduces risk. On the other hand, individuals clearly differ in their risk aversion. We therefore aim to exploit exogenous variation in information while controlling for individual risk preferences.

Since our estimations are based on survey data collected at one point in time, we may consider these two variables to be determined as such:

\[ Y_i = \varphi(D_i, U_i) \]
\[ D_i = \zeta(Y_i, Z_i, V_i) \]

where \( \varphi \) and \( \zeta \) are unknown nonparametric functions, \( U_i \) and \( V_i \) are characteristics of person \( i \), including preferences for risk, pleasure, time preferences and the like. \( U \) affects the risk of HIV infection, whereas \( V \) represents factors that make individual \( i \) more or less likely to have acquired comprehensive knowledge about HIV, i.e. not only having received the information, but also having it fully understood and believing in it. \( Z_i \) will be a set of instrumental variables that represent exogenous exposure to information. These contain the availability and exposure to radio and television as discussed in more detail below.

For the further discussions it will be helpful to separate the characteristics of person \( i \) into observed characteristics \( X_i \) and unobserved characteristics \( U_i \) and \( V_i \) and denoting the model as:

\[ Y_i = \varphi(D_i, X_i, U_i) \]
\[ D_i = \zeta(Y_i, Z_i, X_i, V_i) \]

For an individual \( i \) with characteristics \( U_i \) and \( V_i \), we define the potential HIV outcomes as

\[ Y_i^d = \varphi(d, X_i, U_i), \]

which is the outcome that would have materialized if an exogenous external intervention had fixed \( D_i \) to take the level \( d \) without affecting any of the other characteristics of this individual. I.e. \( Y_i \) is the potential outcome (HIV-status) if the individual is fully informed \((D = 1)\) and \( Y_0 \) is the potential outcome if the individual lacks the correct information on HIV transmission. The effect we are mostly interested in is

\[ E[Y^1 - Y^0|D = 0] \]
which is the effect on HIV prevalence if those with insufficient HIV knowledge were to be made fully informed. Similarly,

\[ E[Y^1 - Y^0] \]  

is the effect of knowledge in the population at large.

In addition to this, we will be interested in how these effects differ by gender and among certain subpopulations, e.g. young adults etc. Let \( A \) define a subgroup of the population, e.g. women younger than 20 years, and define the expectation operator:

\[ E_A[] = E[|X \in A]. \]

We are thus interested in identifying

\[ E_A[Y^1 - Y^0|D = 0] \]  

\[ E_A[Y^1 - Y^0] \]

for several different groups \( A \), to identify those groups that benefit most from information and those that benefit little from it. If certain groups display a particularly strong treatment effect, information campaigns should be developed to target particularly these groups.

Two aspects render the estimation of the (2) difficult. First, \( U_i \) and \( V_i \) are most likely to be correlated. A person with a different attitude towards education and knowledge may also have different risk preferences. Similarly, unobserved ability may determine both the individual’s HIV status and his ability to pick up information.\(^8\)

In addition to that \( D_i \) may actually also be a function of \( Y_i \), which may be called reverse causality. If a person knows to be HIV positive, he will be more inclined to become informed about the disease, either to prevent transmission to others or in order to reduce the chances of increased morbidity over time. However, even if this individual is not aware of being positive, he may after a while become sick more often and may therefore be more exposed to medical information. In addition, this higher morbidity may even lead to participating in a HIV test with subsequent comprehensive health counselling. Hence, while for some individuals there

\(^8\)As another example, let \( V \) be the underlying unobserved HIV prevalence surrounding the individual (e.g., others who know their HIV status constantly provide information to the individual, even if he does not know those providing information are HIV positive) so that \( V \) is unobserved random variability determinant of \( Y \).
may be an effect from $D$ to $Y$, it could be the other way around for others.\footnote{This implies a relation with feedback effects between the two latent processes that complicates the identification process: only at equilibrium point where the both outcomes are fixed at steady state values would it be possible to identify the weights associated with the regressors.}

To identify the average treatment effect, we pursue different routes.

1) We will estimate (1) by instrumental variable methods. Nonparametric identification is very difficult since $Y$ is binary. If $Y$ was continuous, the approach of Chernohukov et al. (2004, 2005) could be used. For $Y$ discrete, alternative approaches rely on an identification at infinity argument (Tamer, 2003). In other words, they require a large support of the instruments, which we do not have. Therefore we have to rely on parametric or semiparametric identification.

We will use 2SLS estimation as well as simultaneous equations probit models, see e.g. Blundell and Smith, 1986, 1989, 1994, and Rivers & Voug, 1998.

2) We ignore reverse causality, i.e. assume that $Y$ does not feature in the function $\zeta$ in (1). This opens a large array of (nonparametric) control function type estimators, e.g. Chesher, 2003, 2005, 2006, 2006b, Froelich 2002 and Imbers and Newey, 2003 among others. We expect these results to be upward biased if reverse causality really existed, since the reverse relationship would lead from HIV positive to more knowledge.

3) We analyze the relationship in the subpopulation of individuals who do not know their HIV status. We define this subpopulation as those individuals who have never taken an HIV test and presume that they do not know their HIV status. For this subpopulation, reverse causality shall be of lesser concern since individuals do not acquire knowledge actively as a result of being HIV positive. This may be most credible for younger persons where higher morbidity due to HIV is unlikely to have developed yet. We therefore ignore reverse causality and pursue control function type estimators.

For older individuals, AIDS may have been leading to higher morbidity such that they may have become more exposed to medical information in general, leading to reverse causality and thus to positive bias. On the other hand, by conditioning on the subpopulation of individuals who never have taken a test, we may even obtain negatively biased results, if HIV knowledge increases the probability of test taking. In this case, either comprehensive knowledge or high morbidity increases the probability of test taking, such that, in the absence of any causal effect, these two variables would be negatively correlated among those who did never take a
test. Hence, for the older individuals the overall direction may be unclear.

4) As an alternative to point-identification, we will also examine interval-identification (or set identification) that can be obtained under weaker assumptions. This line of research was pursued most vehemently by Manski, but also received recent attention e.g. in Chesher 2007. These issues will be discussed in more detail in the next section. We start with elaborating the first instrumental variable approach. Since, $Y$ is binary as well as $D$, we may write the above model as

We may think that two vectors, $X$ and $X; Z$, contain observed variable information that determinants $Y$ and $D$, respectively. For simplicity, let both outcomes be determined by latent models such that the following framework applies:

$$
\begin{align*}
Y &= I (Y^* \geq 0) \\
Y^* &= \varphi(D, X, \beta; U) \\
D &= I (D^* \geq 0) \\
D^* &= \zeta(Y, X, Z, \gamma; V),
\end{align*}
$$

where we additionally imposed that the functions $\varphi$ and $\zeta$ are parametrically specified by vectors $\beta$ and $\gamma$. We assume further that the instruments $Z$ are independent of the unobservables conditional on $X$\(^{10}\)

$$(U, V) \perp Z | X.$$

These will be the crucial instrumental variable conditions, which will be elaborated in more detail in the following Section on data. To foreshadow this discussion, we will consider the availability and exposure to radio and television as $Z$ variables conditional on a huge number of individual and household $X$ variables. These $X$ variables include information about education, general knowledge, health knowledge other than HIV/AIDS knowledge, general risk attitudes, investments into health, awareness and responsibility of health care for relatives and children, religion, migration, wealth, household possessions and family structure as well as indicators of smoking and tobacco use and abuse. These variables capture the inclination towards pleasure and risk, long term versus short term preferences, altruism and general education, health investments and wealth. Since $X$ includes general health knowledge, $D$ only captures very specific AIDS/HIV knowledge. The basic assumption thus is that listening to the radio/television does not affect $Y$ directly and that conditional on these many $X$ variables including wealth

\(^{10}\)Depending on the precise estimation strategy we may also need that $(U, V) \perp X$. 
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and education, the possession and exposure to media is not related to other unobserved characteristics. We focus in the first instance on simultaneous equations probit models.\(^{11}\)

### 3.1 Interval identification

The use of parametric or semiparametric specifications may induce specification bias. Alternatively, we may aim for interval identification using only weak nonparametric assumptions. We will assume that the function \(\varphi\) is weakly decreasing in its first argument and weakly increasing in its third argument. The first assumption is often called monotonous treatment assumption in Manski (1989, 1990, 1997, 2000, 2002). The latter assumption is explored in Chesher 2007.

\[
Y^d_i = \varphi(d, X_i, U_i)
\]

We pursue to estimate the treatment effect for a subpopulation defined by \(A\).

1) Exclusion restrictions:

The assumption is that, conditional on \(X\):

\[
E[Y^d|X, Z] = E[Y^d|X],
\]

which implies that

\[
\max_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = d] \cdot P(D = d|X, Z)\} \leq E\left[Y^d|X\right]
\]

\[
\leq \min_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = d] \cdot P(D = d|X, Z) + P(D \neq d|X, Z)\}
\]

such that

\[
\max_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = 1] \cdot p(X, Z)\} - \min_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = 0] \cdot (1 - p(X, Z)) + p(X, Z)\}
\]

\[
\leq E\left[Y^1 - Y^0|X\right]
\]

\[
\leq \min_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = 1] \cdot p(X, Z) + (1 - p(X, Z))\} - \max_{Z \in \text{supp}(Z)} \{E[Y|X, Z, D = 0] \cdot (1 - p(X, Z))\}
\]

\(^{11}\)The coefficient vectors \(\beta\) and \(\gamma\) proceeds by assuming functional forms for both \(\varphi()\) and \(\zeta()\) together with assumptions on the joint distribution of the error terms \((U, V)\) thus leading to estimates of the parameter vectors \((\beta, \gamma)\). Given the binary nature of both outcome and treatment, assuming additive errors such that \((U, V) \sim N(0, \Sigma)\), where \(\Sigma = (1, 1, \rho_{U,V})\) and allowing for linear specifications to define the functions \(\varphi()\) and \(\zeta()\) with respect to the covariates (i.e., \(\varphi = X\beta + \alpha D + U; \zeta = X\gamma_1 + Z\gamma_2 + V\)) a binary probit estimate would lead to the conditional identification of \(E[Y_1 - Y_0|X]\) such that \(E[Y_1 - Y_0|X] = \Phi(X\beta + \alpha D) - \Phi(X\beta)\), since \(E[Y_1|X] = \Phi(X\beta + \alpha D), E[Y_0|X] = \Phi(X\beta)\) under the given assumptions.
where \( p(x, z) = P(D = 1|X = x, Z = z) \).

Therefore we obtain an interval for \( E_A [Y^1 - Y^0] \) as\(^\text{12}\)

\[
\int_A \left\{ \max_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 1] \cdot p(X, Z) \} - \min_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 0] \cdot (1 - p(X, Z)) + p(X, Z) \} \right\} dF_X \\
\leq E_A [Y^1 - Y^0]
\]

\[
\leq \int_A \left\{ \min_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 1] \cdot p(X, Z) + (1 - p(X, Z)) \} - \max_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 0] \cdot (1 - p(X, Z)) \} \right\} dF_X.
\]

where \( \int dF_X \) refers to the integral with respect to \( X \) in the subpopulation \( A \).

2) **Exclusion restrictions with monotonicity**

The treatment effect monotonicity implies that

\[
E[Y^1|X, Z] \leq E[Y^0|X, Z],
\]

which together with the exclusion restriction conditional on \( X \)

\[
E[Y^d|X, Z] = E[Y^d|X],
\]

gives

\[
\max_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 1] \cdot p(X, Z) \} \leq E[Y^1|X] \leq \min_{Z \in \text{supp}(Z)} E[Y|X, Z]
\]

and

\[
\max_{Z \in \text{supp}(Z)} E[Y|X, Z] \leq E[Y^0|X] \leq \min_{Z \in \text{supp}(Z)} \{ p(X, Z) + E[Y|X, Z, D = 0] \cdot (1 - p(X, Z)) \}
\]

such that

\[
\int_A \left\{ \max_{Z \in \text{supp}(Z)} \{ E[Y|X, Z, D = 1] \cdot p(X, Z) \} - \min_{Z \in \text{supp}(Z)} \{ p(X, Z) + E[Y|X, Z, D = 0] \cdot (1 - p(X, Z)) \} \right\} dF_X \\
\leq E_A [Y^1 - Y^0]
\]

\[
\leq \int_A \left\{ \min_{Z \in \text{supp}(Z)} E[Y|X, Z] - \max_{Z \in \text{supp}(Z)} E[Y|X, Z] \right\} dF_X.
\]

\(^{12}\)This clearly is an extension of the Manski stuff. So we could claim this in the introduction also.
3.1.1 Bounds and HIV-testing Nonresponse

So far we have assumed that individuals outcome variable (HIV-status) is fully observed so that either with parametric assumptions or using nonparametric identification the problem of nonresponse does not play a role. Unfortunately the data is such that a large percentage of individuals refuses to provide blood for the anonymous test (see Section 4 on Data issues). It is well known in the survey literature that refusal to respond on missing information are survey response processes that do not happen at random. In the case of providing blood for anonymous testing, issues such as confidentiality, fear of infection or other relevant behaviour explanations may determine the refusal to participate outcome. Thus, if the sample of size \( N \) is representative of the population and HIV-test response is such that only \( n_1 = N - n_0 \) respond positively to the blood request, we cannot assume that these \( n_1 \) individuals are a random sample from \( N \) since there must be behavioural reasons that leads the other \( n_0 \) not to provide blood, while such behavioural reasons are highly likely to be associated with the outcome variable of interest \( Y = HIV-test\) result. Ignoring the \( n_0 \) non-tested may lead to biased estimates of the policy parameter. For example, it may be that those who refuse to be tested are more risk averse and this explains their fears to have a needle injected on them for the sake of a survey. But their risk averse attitude may also determine their risk behavioural attitude in general, including more care and less likeliness to engage in risk related behaviour that may lead towards a HIV-positive status. Under this assumption HIV prevalence in the \( n_1 \) group is likely to be much higher than in the \( n_0 \) sub-population. Estimates of either (1), (??) or (6) will be biased estimates with a bias in the direction of the HIV-prevalence in the sub-population of \( n_1 \). Solving the problem implies three options. One option is to assume that refusals do so at random so that using only those individuals for whom we have information provides unbiased estimates of the policy parameters. The second option is to think of on a set of variables \( G \) that may determine both the response behaviour of individuals as well as determinant of HIV status, and use these variables to impute the missing observations (e.g., as in Rubin, 1987). The approach is widely known and widely used because it provides a complete data set with which to estimate using standard software packages. The problem with such an approach is that it needs underlying underlaying untestable assumptions that may also lead to biased estimates. The third and final option is to bound the actual estimates using the fact that nonresponse itself is a particular treatment. Thus, if we let \( \delta = 1 \) indicate response and
\( \delta = 0 \) indicate nonresponse, Bayes’ theorem implies the following conditional representation of the outcome variable:

\[
P(Y_j = 1 | X) = P(Y_j = 1 | X, \delta = 1)P(\delta = 1 | X) + P(Y_j = 1 | X, \delta = 0)P(\delta = 0 | X) \quad (6)
\]

where \( j = 0, 1 \).

Clearly, for either \( P(Y_1 = 1 | X) \) or \( P(Y_0 = 1 | X) \) the sampling process is uninformative with regards to \( P(Y_j = 1 | X, \delta = 0) \), therefore bounds as defined in (5), (7) or (6) are not identified either since these rely on full response (non-refusal) on the outcome variable \( Y \) (HIV-status). As was the case in the previous sub-section, the unknown measure \( P(Y_j = 1 | X, \delta = 0) \) has natural bounds \((0, 1)\) that may lead to worst case bounds as those defined in (5), thus identifying each of the potential outcomes \( P(Y_j = 1 | X) \) up to a bounding interval. Likewise, we can think of variables \( Z \) that are informative on the response (refusal) behaviour of individuals but do not affect individual’s HIV-status. Examples of \( Z \) are, for example, interviewer’s characteristics. Using these exclusion type of restrictions would lead to minimizing and maximizing bounds with respect to discrete values of \( Z \) the result of which would be identification regions by means of exclusion restrictions, as in (6). Finally, the use of monotonic conditions is also possible in this set up. We could, for example, follow the example above and assume that those who refuse to be tested are less likely to be infected by the HI-virus, therefore we could allow for bounds on (5) derived using this monotonic assumption interpreted as \( P(Y_j = 1 | X, \delta = 0) \leq P(Y_j = 1 | X, \delta = 1) \). Theoretically, allowing for bounding intervals that account for refusals to the HIV-test widens the identification regions implied by (5)-(6), but does not change the nature of the bounds. Empirically, the use of bounds on (5)-(6) to account for refusals to HIV-testing implies wider identification regions for the policy parameter \( E [Y_1 - Y_0 | X] \). In the following section we will see that the empirical issue is relevant and this may justify some preliminary results that are based on estimates from (1).
this set up. We could, for example, follow the example above and assume that those who refuse to be tested are less likely to be infected by the HI-virus, therefore we could allow for bounds on \( (??) \) derived using this monotonic assumption interpreted as \( P(Y_j = 1|X, \delta = 0) \leq P(Y_j = 1|X, \delta = 1) \). Theoretically, allowing for bounding intervals that account for refusals to the HIV-test widens the identification regions implied by (4)-(7), but does not change the nature of the bounds. Empirically, the use of bounds on (4)-(7) to account for refusals to HIV-testing implies wider identification regions for the policy parameter \( E[Y_1 - Y_0|X] \). In the following section we will see that the empirical issue is relevant and this may justify some preliminary results that are based on estimates from (1).

4 Data (preliminary)

We use data from three Eastern African countries (Ethiopia, Kenya and Tanzania) to estimate and contrast the conditional effect of HIV/AIDS knowledge on HIV-status. Our data sets draw from the original Demographic and Health surveys, DHS-surveys, www.measuredhs.org. The DHS data collection and data distribution is an initiative from USAID (www.usaid.org) that aims at collecting, analysing and diseminating accurate and representative data on socio-demographic aspects (economic, social, population and health outcomes, including extensive information on aspects such as family planning, nutrition and violence indicators) for developing economies. In particular we focus our attention to DHS data and HIV-test data.

For any given country and any given year the following information applies: DHS-data sets are cross-sections of data collected at particular points in time to cover a representative sample from the population distributed among a finite number of geographical clusters. The DHS data selects a finite number of households to represent the underlying population, and from these, each household is represented by a household member that will answer questions at household level (e.g., household composition, wealth items and migratory movement of household members). From each household the interviewer will select females and males according to some random process so that surveyed individuals are representative of their respective gender groups. Females answer questions on their own socio-economic position, schooling, work and health (both subjective, objective health and health knowledge), as well as family planning issues (contraception, fertility, etc), sexual activity and specifically HIV-AIDS knowledge related questions. Females are also asked to provide information on
their children, if they ever had any. Males answer similar socio-economic and health questions as females, but males are not asked to provide any information on their children; they are only asked to provide information on their own family planning preferences. From the randomly selected female sample, there is a further random selection of females that are asked specific questions regarding gender violence towards them or their environment. Furthermore, from the original household members there is a random selection of individuals (both males and females) who are asked to provide blood for the purpose of HIV-testing. The blood test are anonymous and individuals are given full guarantee of hygiene, anonymity and respect. Refusal to be tested is accepted by the interviewer. Finally, it is not necessarily the case that the partner of an interviewed female will also be interviewed, thus, the number of couples such that both male and females are interview are a sub-sample from the total possible number of couples in the surveys.

We focus our attention on the country of Kenya and the year 2003. The DHS data has information for Kenya for the years 1989, 1993, 1998 and 2003. We choose 2003 because this is the only year that provides HIV-test data from a random sample of surveyed individuals. The Kenya 2003 surveyed sample is representative of the Kenyan population collecting information from 400 geographical clusters (country sections) that cover a total of 8,651 distinct households. The family structure in Kenya is such that a household may contain more than one family unit, and while distinct family units within a household may be blood related this may not necessarily be the case with all surveyed household. The 2003 survey registers household with number of household members ranging from 1 to 24, while. Including household children, the survey collects information (directly or indirectly) from 37,612 individuals. Each household is assigned a representative household member that answers questions at household level (e.g., wealth, household make up, materials, household composition, etc). Once households are selected (within geographical clusters) the interviewers select randomly from each household to determine the sample of males and females that eventually provide information at individual level. The female sample includes 8,195 sampled individuals whereas the male sample includes

\[\text{This preliminary version of the paper contains information, estimates and policy conclusions with regards to the country of Kenya. Further results will complete the paper with estimates based on Tanzania and Ethiopia. We select these three economies because the DHSMeasure surveys provides both DHS-data and HIV-test data in all three cases. At the same time, the three economies are sufficiently close geographically to imply some meaningful comparison between them.}\]
3,578 individuals. Both males and females answer questions on their own background (e.g., migration, schooling, employment), reproduction (i.e., descendents information), use and knowledge of contraception and family planning, marriage and sexual activity, fertility preferences, work situation of individual and spouse – if any – and a section on AIDS and other sexually transmitted disease (i.e., own status knowledge and knowledge of specific disease by the respondent). Besides this, females also answer a section on pregnancy-postnatal care, a section related to their children’s health and nutritional background and a section on domestic violence although this is only asked from a random sample selected from the original female random sample. Only 1,430 individual couples within the 8,561 are such that both the male and the female form part of the independently selected male and female samples. Besides the DHS-core data, the same year collected information on HIV-status. This was done by selecting randomly from the 8,561 household to define a sample with a total of 8,800 selected individuals (4,377 are males and 4,423 are females). All those selected for the HIV-test data are ages 15 to 49. If the selected person is a child under age (15-18) the person immediately responsible for the child is asked for permission to perform the test on the selected child. In any case, all selected members are read a note which specifies and guarantees hygiene, anonymity and respect in the event the person refuses to participate. The interviewer emphasise that the results of the test are not given to the person providing the blood. A total of 2,337 individuals from the 8,800 either refuse (1,185), are not present when selected for the test (916) or other problems arise (236) so that testing is only possible for 6,360 of the original 8,800 random sample. We do not necessarily consider the 27% of missing test a random selection from the 73% for whom we have HIV-test data.

Our selection criteria is based on the random sample of individuals that have been asked to provide blood for the purpose of HIV testing. These are the originally randomly selected 8,800. From these we select those that have also answered to the independent females and males DHS surveys so that we have information on them with regards to household characteristics, own characteristics and information on their individual health knowledge referent to HIV/AIDS. The 8,800 individuals are distributed such that 4,377 are male and 4,423 are females. From the 4,377 only 3,578 males answer to the DHS core question on socio-economic and demographic information, whereas 3,421 females selected for HIV testing provide DHS core information. We are interested on understanding the effect that knowledge related to HIV/AIDS has on current
HIV-status. Clearly, if an individual knows his or her status, such knowledge can affect their knowledge-seeking behaviour. Thus, elimination of all those who declare ‘ever to have had a formal test for AIDS’ implies creating samples of individuals that ignore their own HIV status. The DHS survey asks individuals such question and therefore we can eliminate anyone in the sample that may have actual information on their HIV-positive or negative status.\textsuperscript{15}. Thus, from our initial sample sizes (3,578 and 3,421 males and females, respectively), the final sample size upon which to based our estimates (see Section 5, results) consists of 2,993 males and 3,421 females. Table 1 shows the distribution of these with respect to the result of the anonymous HIV-testing:

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& Males (2,993) & Females (3,421) \\
\hline
HIV-Negative & 2,351 & 2,569 \\
HIV-Positive & 105 & 217 \\
Refuse testing & 537 & 635 \\
\hline
\end{tabular}
\caption{Distribution of selected sample between HIV-Status}
\end{table}

The outcome of interest is that of ‘HIV-Positive’. Table 1 indicates that ignoring those who refuse to be tested, the HIV-prevalence in Kenya (2003) was 4.3% for males and 7.8% for females. These numbers agree with UNAIDS latest estimates (5% and 8%, respectively) and show that the effect of HIV on females is significantly larger (again, ignoring the refusal units, a test of significant difference between the two sample probabilities (3.5%) results in a t-statistic of 5.4, so that such difference is highly significant).

In our aim to understand HIV status, we condition on variables that may explain both the knowledge that individuals have with regards to HIV/AIDS (or health in general) and variables that may explain the outcome HIV-positive. These variables are grouped as household variables, individual specific characteristics, variables that may control for the risk taking behaviour of individuals, and variables that explain the individual’s understanding on HIV/AIDS. Table 2 summarizes all these variables according to groups.

\textsuperscript{15}Notice that selection of the random sample of individuals who are asked to provide blood is done before they are (later in the survey) asked if they were ever tested for HIV in the past. Therefore, random selection of the 8,800 who are eventually asked to provide blood is independent from the individual’s past HIV-testing experience.
The variables in the category HIV/AIDS knowledge help us to build up the ‘TREATMENT’ variable of interest. Recall that our interest is to understand the effect of present (acquired) knowledge on past (acquired but unknown) HIV status. There are multiple variables that would serve as single treatment variables. At this preliminary stage we let the treatment variable DKNOWS be 1 if the person is able to identify all known routes of transmission that may cause a HIV-positive status, if the person answers ‘no’ when asked if sharing cooking and eating utensils my transfer AIDS and if the person answers ‘yes’ when asked if a healthy looking person is compatible with a HIV-positive status. Furthermore, individuals are also asked to declare if they know anyone that has ever died of AIDS. These is taken as an independent indicator of ‘knowledge’ of AIDS because even if it provides information on individual’s knowlege of the illness, it does not directly inform us on the effect this information may have on individual’s risk taking behaviour. The variable DKNOWS is, therefore, a dummy variable that equals ‘one’ if the person has sound knowledge that may help him or her avoid becoming HIV positive in the event of confronting a risk episode, and ‘zero’ otherwise. Table 3 summarises this variable.
for each of the gender’s subgroups and with regards to their positive and negative HIV status:

Table 4: Relation between HIV status and Health knowledge

<table>
<thead>
<tr>
<th></th>
<th>MALES</th>
<th>FEMALES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Has sound health knowledge</td>
<td>Does not have sound health</td>
</tr>
<tr>
<td>DKNOWS=1</td>
<td>988</td>
<td>1363</td>
</tr>
<tr>
<td>DKNOWS=0</td>
<td>33</td>
<td>72</td>
</tr>
<tr>
<td>HIV-NEGATIVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-POSITIVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,021</td>
<td>1,435</td>
</tr>
</tbody>
</table>

Table 4 already provides information with regards to the totals without accounting for the refusals (these will be dealt with later in the results section). We could think of the summary statistics in Table 4 as an unconditional anticipation to the effect that HIV-knowledge (DKNOWS) has on the outcome HIV-Positive. Clearly, the percentage of individuals who unknown to them are HIV-positive and at the same time have no knowledge or insufficient knowledge about HIV/AIDS is significantly larger than those who are HIV-positive but are sufficiently aware about HIV/AIDS. In fact, 8% of those with poor HIV/AIDS knowledge are HIV-positive, whereas 5% of those with sound HIV/AIDS knowledge are HIV-positive. Thus, from this very basic unconditional correlations there seems to be a positive relation between low or poor knowledge and becoming HIV-positive. We use the two samples as given in Table 4 (2,456 males and 2,786 females) to estimate conditional outcomes allowing for the treatment ‘HIV/AIDS knowledge’.

5 Results (very preliminary!)

In this section our aim is to present conditional results on the effect of HIV/AIDS knowledge (DKNOWS) on HIV-positive status. The outcome variable (HIV-positive, HIV-negative) is binary in nature and indicates the result of anonymous testing so that the outcome is in fact unknown to the respondent (to all other conditional variables). Assuming complete exogeneity of all variables in Table 3, we proceed to estimate a probit model where the main treatment variable of interest is the binary outcome DKNOWS=1 if the person has solid knowledge on avoiding HIV, and DKNOWS=0 otherwise. We estimate separately for males and females since there are clear behavioural difference regarding genders with respect to both outcome and treatment. Table 5 summarizes the estimates for the conditional outcome for the sub-group of
Table 5: Females estimate, Conditional probability of HIV-positive

|                      | Coef. | Std. Err. | z     | P>|z|  | [95% Conf. Interval] |
|----------------------|-------|-----------|-------|------|----------------------|
| age                  | -0.107033 | 0.068734 | -1.54 | 0.125 | (-0.245492, -0.069291) |
| edu                  | -0.648755 | 0.060217 | -10.81 | 0.000 | (-0.768075, -0.529435) |
| numkids              | 0.012410 | 0.023644 | 0.05 | 0.961 | (-0.032976, 0.057800) |
| hsize                | -0.058017 | 0.018647 | -3.11 | 0.002 | (-0.191275, -0.024776) |
| kids5                | 0.010721 | 0.007049 | 1.53 | 0.126 | (-0.033730, 0.055173) |
| urban                | 0.200049 | 0.061211 | 3.26 | 0.001 | (0.079895, 0.320104) |
| tvwater              | 0.296629 | 0.084459 | 3.51 | 0.000 | (0.132109, 0.461150) |
| waterl              | -0.377251 | 0.248739 | -1.50 | 0.131 | (-0.854671, 0.100169) |
| waterl2              | -0.100398 | 0.125084 | -0.80 | 0.419 | (-0.346333, 0.145537) |
| waterl3              | -0.248184 | 0.122499 | -1.99 | 0.046 | (-0.500233, 0.003811) |
| ownh                 | 0.135540 | 0.111847 | 1.21 | 0.227 | (0.011311, 0.259666) |
| mosq                 | -0.255291 | 0.068501 | -3.73 | 0.000 | (-0.391106, -0.119476) |
| cattv                | 0.301759 | 0.288034 | 1.05 | 0.296 | (-0.165764, 0.769323) |
| protest              | 0.750133 | 0.280059 | 2.67 | 0.008 | (0.232489, 0.267786) |
| muslim               | -1.792416 | 0.312961 | -5.71 | 0.000 | (-2.410621, -1.174217) |
| partner              | -2.782776 | 0.881218 | -3.14 | 0.002 | (-5.480903, -0.084552) |
| employment           | 0.084055 | 0.080511 | 1.05 | 0.292 | (-0.004556, 0.172664) |
| sxage                | 0.032261 | 0.004191 | 7.83 | 0.000 | (0.024022, 0.040499) |
| dknw                 | 2.574931 | 0.708118 | 3.63 | 0.000 | (1.163763, 4.027644) |
| knoperaid            | 0.133594 | 0.091031 | 1.47 | 0.141 | (-0.046359, 0.313547) |
| cons                 | -1.046599 | 0.354588 | -2.95 | 0.003 | (-1.741109, -0.352077) |

Note1: Edu: education in ascending categories, numkids is number of own children, hsize is household size, kids5 is number of children 5 or below living in the household, urban equals 1 if household in urban region and 0 if rural region, tvwater equals 1 if it takes the household more than 30 minutes to collect running water for household use, waterl to waterl3 are the three lowest wealth quantiles in the population, ownh equals 1 if household own by household members, mosq is one if there are mosquito nets in the house, partner equals 1 if partner present, employment equals one if the individual is employed, sxage is number of years since sexual debut, dknw is 1 if person has solid knowledge of HIV/AIDS, knoperaid equals one if person knows anyone died of AIDS

Table 5 shows that controlling for all variables that may cause both the outcome HIV-positive and the treatment DKNOWS, the latter is significant and positive. Thus, it would suggest the possibility of endogeneity between outcome and treatment. This is possible if we think that despite individuals not knowing their own HIV status, it is nevertheless true that they know better their true unobserved risk behaviour and can therefore seek information to re-affirm a HIV netagive status. The possibility of endogeneity between DKNOWS and HIVP leads us to the possible use of credible instruments that relate closely to the variable DKNOWS but does not necessarily relate to the HIV-positive status of individuals. The questionnaire asks individuals to declare if they listen to the radion, watch teleion often and if they read newspapers and magazines. In the case of females they also ask them if they were visited by a family planning officer in the last 12 months. We may think that listening to radio, watchin tv and reading newspapers as well as visits from family planning offices, as variables that provide information on the HIV/AIDS situation in the country but may not necessarily determine the HIV status of individuals (other than allowing for information may lead to less risky behaviour which is what we are trying to capture). Therefore, we use these four variables as instruments.
to estimate the effect that instrumented HIV/AIDS knowledge may have on the HIV-status of individuals. Table 6 below shows the results.

Table 6: Two Stage estimation, Instrumenting DKNOWS, Females

<table>
<thead>
<tr>
<th>Instrumental variables (2sls) regression</th>
<th>Number of obs = 278</th>
<th>Prob &gt; F = 0.0000</th>
<th>R-squared = 0.1825</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>SE</td>
<td>df</td>
<td>ME</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td><strong>Model</strong></td>
<td>-20.7230054</td>
<td>19</td>
<td>-1.0909929</td>
</tr>
<tr>
<td><strong>R</strong></td>
<td>0.76</td>
<td>0.079850173</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>200.09799</td>
<td>278</td>
<td>0.7184467</td>
</tr>
</tbody>
</table>

Note: See Note 1, Table 5. The variables IVREAD, IVTELE, IVRADIO and VISTIFP are all instruments for the variable DKNOWS. The variable IVREAD is one if person reads newspapers often, the variable IVTELE is 1 if person watches TV often, the variable IVRADIO is one if person listens to radio often and the variable VISTIFP is one if person has been visited by family planning officer in past 12 months.

An initial first stage estimate shows the four instruments used in the analysis to be significant and positively associated with the variable DKNOWS. The F-test cannot reject these variables as valid instruments and therefore we use them to instrument the treatment variable DKNOWS. From Table 6 we see that having HIV/AIDS knowledge is negatively associated with the outcome variable HIV-positive, therefore it seems that sound knowledge of HIV/AIDS leads to a reduced risk of becoming HIV-positive (controlling for ascending order of education). The same results suggest that living with a partner and in large household sizes is associated with lower chances of HIV-positive status, thus single female are more likely to be HIV positive even in the presence of HIV/AIDS knowledge.

We now turn our attention to the sample of males to understand if we get similar results as those obtained with females. In the case of males we add information with regards to number of wives (numwives), if the person works away from home in past 12 months (away12) and if the person was circumcised (cirmums). In the case of males, an initial probit estimating the effect of DKNOWS on the outcome HIV-positive (controlling for similar covariates as in the
subsample of females) shows that the variable DKNOWS results in a positive coefficient that is not significantly different than zero. Thus, in the case of male the direction of the treatment is similar to that of females but insignificant. Table 7 shows these results:

Table 7: Conditional estimate on the probability of HIV-positive, given HIV/AIDS knowledge

| Variable | Coef. | std. Err. | z   | P>|z| | [95% conf. Interval] |
|----------|-------|-----------|-----|-----|----------------------|
| age      | 0.180888 | 0.010946 | 1.69 | 0.09 | -0.063290 - 0.424978 |
| edu      | 0.021398 | 0.026946 | 0.79 | 0.43 | -0.367920 - 0.409112 |
| numkids  | -0.029515 | 0.012954 | -2.29 | 0.02 | -0.054970 - 0.004182 |
| hivtest  | -0.016486 | 0.012954 | -1.29 | 0.20 | -0.042249 - 0.009242 |
| urban    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.026946 |
| water    | 0.001295 | 0.012954 | 0.01 | 0.90 | -0.025970 - 0.025970 |
| hivtest1 | -0.036486 | 0.012954 | -2.83 | 0.00 | -0.062249 - 0.010384 |
| hivtest2 | -0.016486 | 0.012954 | -1.29 | 0.20 | -0.042249 - 0.009242 |
| hivtest3 | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| numeq    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| male     | -0.012954 | 0.012954 | -1.01 | 0.31 | -0.025970 - 0.000000 |
| catolic  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| protest  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| muslim   | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| employed | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| married  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| awayal   | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| smoke    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| cabs     | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| cons     | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |

Note: See Notes 1, Table 5

The outstanding result in Table 7 is the effect of circumcision on HIV-positive status: there is a strong causal effect such that circumcision drastically reduces the probability of becoming HIV positive, a result that is nowadays well known in the medical field. Notice that we can accentuate ‘causal effect’ and not just mainly a correlation, because circumcision is most likely to occur at a very early age so that reverse causality between circumcision and HIV-positive status may is unlikely (although it could be discussed if there is a possibility for third unobserved variables to be determinant of these effects). In order to deal with the possible endogeneity of DKNOWS, we perform a similar analysis as for the sample of females: using three instruments (IVREAD, IVTELE and IVRADIO) we instrument the treatment variable DKNOWS. The estimated second stage of a two stage probit outcome is presented in Table 8

Table 8: Two Stage estimation, Instrumenting DKNOWS, Males

| Variable | Coef. | std. Err. | z   | P>|z| | [95% conf. Interval] |
|----------|-------|-----------|-----|-----|----------------------|
| age      | 0.180888 | 0.010946 | 1.69 | 0.09 | -0.063290 - 0.424978 |
| edu      | 0.021398 | 0.026946 | 0.79 | 0.43 | -0.367920 - 0.409112 |
| numkids  | -0.029515 | 0.012954 | -2.29 | 0.02 | -0.054970 - 0.004182 |
| hivtest  | -0.016486 | 0.012954 | -1.29 | 0.20 | -0.042249 - 0.009242 |
| urban    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| water    | 0.001295 | 0.012954 | 0.01 | 0.90 | -0.025970 - 0.025970 |
| hivtest1 | -0.036486 | 0.012954 | -2.83 | 0.00 | -0.062249 - 0.010384 |
| hivtest2 | -0.016486 | 0.012954 | -1.29 | 0.20 | -0.042249 - 0.009242 |
| hivtest3 | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| numeq    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| male     | -0.012954 | 0.012954 | -1.01 | 0.31 | -0.025970 - 0.000000 |
| catolic  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| protest  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| muslim   | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| employed | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| married  | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| awayal   | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| smoke    | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| cabs     | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |
| cons     | 0.012954 | 0.012954 | 1.01 | 0.31 | -0.004970 - 0.025970 |

Note: See Notes 1, Table 5
In the case of males, the result seem to contradict the findings that determined the relation between HIV/AIDS knowledge and HIV-status for the sub-sample of females: for males, if individuals have sound knowledge on HIV/AIDS the effect of this is to increase the chances of becoming HIV-positive. Notice also that the variable SXAGE is positive and significant. This variable explains the number of years an individual has spent as sexually active. The positive relation suggest that longer time exposed to the virus leads to higher probability of becoming HIV positive; this could be explained by the fact that information campaigns were late to arrive in Kenya (late 1999, early 2000) when the prevalence had already picked to high levels relative to other countries in the area. A high prevalence rate may induce individuals to pick up knowledge even specially if these are in contact to environments where morbidity and mortality as result of AIDS is the norm. Thus, high level of knowledge is aquired by those who are more likely to find themselves more exposed to the virus, so that environmental conditions (and not knowledge itself) that determines individual’s knowledge, would explain the high positive correlation between HIV/AIDS knowledge and HIV-positive status. Notice that this may not be the case for females since they are not as exposed to the environment that alerts of the presence of HIV/AIDS (e.g., females do not visit sex workers, females are not equally likely to work outside their own village, etc).

Within this preliminary results we have found that knowledge does seem to explain a HIV-positive status although in the case of females this seems to suggest that knowledge empowers

### Instrumental variables (2SLS) regression

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Number of obs = 2456</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>-2.94429522</td>
<td>23</td>
<td>-0.128012836</td>
<td>F(23, 2432) = 6.75</td>
</tr>
<tr>
<td>Method</td>
<td>0.023528892</td>
<td>242</td>
<td>-0.043201815</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
<tr>
<td>Total</td>
<td>100.5308881</td>
<td>2455</td>
<td>-0.040981348</td>
<td>R-squared = -</td>
</tr>
</tbody>
</table>

### Note

See Notes 1, Table 5
them to avoid infection, whereas in the case of males having solid knowledge on HIV/AIDS seems to suggest knowledge of an environment that has high contact with HIV/AIDS related risks, but contact with such an environment, at the same time, increases the chances that males acquire the virus.

### 5.1 Subjective beleives and Objective HIV-status by health knowledge

Clearly, knowledge seems to help females to avoid becoming HIV-positive, while males seem to react adversely. In either case, the transmission of HIV to those who are HIV-negative in the population (incidence rate) is mostly determined by the risk-behaviour of individuals who are HIV-positive. In our data set individuals do not know their own HIV status and at the same time they are asked to declare ‘their subjective beleives in terms of becoming HIV-positive’. The answer to this question is a question that classifies individual’s beleives into 5 different categories. Table 9 shows the distribution of these between males and females (only individuals that undergo the anonimous HIV-test):

<table>
<thead>
<tr>
<th>Table 9: Relation between Subjective HIV by Gender and Health Knowledge (actual HIV-positive in brackets by subgroups)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FEMALES</strong></td>
</tr>
<tr>
<td>Has sound health knowledge DKNOWS=1</td>
</tr>
<tr>
<td>No risk at all</td>
</tr>
<tr>
<td>Small risk</td>
</tr>
<tr>
<td>Moderate</td>
</tr>
<tr>
<td>Great</td>
</tr>
<tr>
<td>TOTAL</td>
</tr>
</tbody>
</table>

Table 9 shows that informaiton does not necessarily affect individual’s perceived subjective chances of becoming HIV-positive. The less inform individuals are regarding HIV/AIDS, the more likely they are to suggest ‘not to be at any risk, or very small riks’, while at the same time the percentage of actual HIV-positive indivuals is found in the groups who beleive ‘inmunity’ towars the virus and whose HIV/AIDS health knowledge is at the lowest. For example, Table 9 shows that in the case of females, the larger pecentage declaring poor HIV/AIDS knowledge are also the group in declaring ‘not to be in any risk of becoming HIV positive’ (797 out of 1,774, or 45% of those who ignore most of what is important to know to avoid HIV infection). At the
same time, the group of females that hold poor HIV/AIDS knowledge is such that it holds 39% of those that are HIV positive. Moreover, 67% of those who are HIV positive and declare poor knowledge in the female group do in fact believe to have small or no chance to become HIV positive thus leading to fatal outcomes in terms of transmission to others that may not be HIV positive. For the groups of males the picture is equally pessimistic. 6% of those who declare poor HIV/AIDS knowledge are in fact HIV-positive, and among these HIV-positive individuals 86% believe to have no chance or very small chance of ever becoming HIV positive. Therefore, these individuals are at a very high risk of transmission to others. Table 9 complements our previous results: these showed that only females are likely to react to health knowledge and use it to stop becoming HIV positive, whereas the opposite is true for males. At the same time, risk behaviour on behalf of males who do not react to HIV/AIDS knowledge suggest that the transmission rate will continue to determine the HIV prevalence curve, at least in the case of Kenya.

6 Conclusions (preliminary)

We have looked at a random sample of individuals from Kenya who provided information on socio-economic conditions as well as allowing for blood samples to understand their HIV-status even if this was not disclosed to them. We aimed at understanding the effect that past acquired HIV/AIDS related knowledge could have on individual’s HIV-status. The problem is that of endogeneity because even if individuals are not aware of their own HIV-status potential subjective knowledge may may lead them to seek information, even if this is to reinforce their own believe of a negative HIV-status. Thus, to solve the endogeneity problem this paper makes use of instruments that we believe are capable of explaining HIV/AIDS related knowledge and at the same time these instruments do not necessarily determine HIV status. Instrumenting HIV/AIDS knowledge we find that females effectively use information to prevent becoming HIV-positive whereas for males the picture is different: knowledge of HIV/AIDS suggest a higher probability of becoming HIV-positive. Since the endogeneity problem (reverse causality) cannot explain such an outcome, we believe that the result shows that males may be more likely to become in contact with environments where HIV/AIDS is more pronounced (e.g., sex workers, migration) and that such environments are also determining their own HIV-positive status. Furthermore, our results suggest that even in the presence of solid HIV/AIDS knowledge
individual’s subjective believes on their own HIV-status are in clear conflict with their actual HIV-status. Those who unknown to themselves are HIV-positive are also more likely to have relatively poor HIV/AIDS knowledge and, at the same time, are more likely to believe that becoming HIV-positive is a very unlikely event. This is more the case for males than for females. This results seem to support the conclusion that information campaigns are perhaps reaching only some sub-sectors in the population (e.g., females as result, possibily, of antinatal care) but do not necessarily reach those who are more at risk of becoming HIV-positive and at the same time, are more likely to transmite the illness to others in the population.
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